Spatial independence in the observation of visual contours
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Abstract

Two challenging problems in object recognition are: to output structures that can be inter-
preted statistically; and to degrade gracefully under occlusion. This paper proposes a new
method for addressing both problems simultaneously. Specifically, a likelihood ratio termed
the Markov discriminant is used to make statistical inferences about partially occluded ob-
jects. The Markov discriminant is based on a probabilistic model of occlusion. This model
is a Markov random field, which acts as the prior for Bayesian estimation of the posterior
using Markov chain Monte Carlo (MCMC) simulation.

The method takes as its starting point a “contour discriminant” designed to differentiate
between a target and random background clutter. We show that incorporating the prior on
occlusions has two important advantages. First, partially occluded targets are assigned rea-
sonable relative probability distributions even when they appear in scenes with unoccluded
targets; this would allow a higher-level system to perform useful reasoning subsequently.
Second, discrimination between partially occluded targets and background clutter is signif-
icantly improved. Both these advances can be explained by theoretical reasoning, and are
demonstrated in experiments.

1 Introduction: detecting occluded objects

In some object recognition applications, it is sufficient for the output to consist of a single
hypothesis. In other cases, however, the output must be statistically meaningful. Ideally the
output should be a list of potential target configurations with their relative probabilities, or
perhaps some other representation of the posterior distribution of target configurations. This
permits data fusion with the outputs of other sensors, complex hypothesis tests, and the formu-
lation of optimal strategies for performing high-level tasks. As a simple example, consider the
task of spraying weeds while avoiding genuine plants. Given a cost function that specifies the
penalties incurred by spraying a plant or missing a weed, it is easy to calculate the best strategy
provided that the recognition system outputs probabilistic information. The initialisation of
tracking systems is another example where statistical output could be used, since the resources
of the tracking system can be distributed over the probable targets in a way that maximises
some performance criteria.

This paper suggests a way of achieving statistically meaningful output for a certain subset
of object recognition problems. It is assumed there is only one class of target objects to be
localised (this can be thought of as recognition with a database of just one object). However,
there may be more than one such target in the scene to be analysed, and some of the targets may
be partially occluded. A typical example is shown in figure 1, where the problem is to localise
the coffee mugs in the two images. Our objective in this paper is to design a system which
reports the presence of the unoccluded mugs, and in addition detects the occluded mug with an
appropriate degree of confidence. Note that a heuristically-based recognition system (relying,



for example, on the number of a certain type of feature matches) might have difficulty even
with the left-hand image since the two targets might have very different scores. This problem
is amplified in the right-hand image, where one mug is partially occluded: the heuristic scores
of the two targets are very unlikely to reflect the actual relative probabilities that targets are
present in those two configurations.

(a) cups with no occlusion (b) one cup partially occluded

Figure 1: Can a localisation system produce meaningful results from scenes like
these? A heuristically-based system may or may not be able to detect both mugs in both images
after appropriate tuning. However, the real challenge is to report a realistic probability that the
partially occluded mug in (b) is indeed a target. Heuristic scoring functions are of little use in
answering this challenge.

An essential component of systems which can output relative probabilities is a stochastic
model of how the measured image features are generated. Several authors have suggested such
models though most require a certain degree of heuristic input. Examples include [5, 7, 8, 14],
but none of these address the specific problem of interest in this paper, which is to obtain
realistic inferences despite occlusion. Amir and Lindenbaum [1] proposed a powerful method
for assessing partially occluded targets, which used graph partitioning and “grouping cues” to
draw inferences on whether missing edge information is due to occlusion. Although their model
was designed entirely in terms of elementary probabilities, the output was chiefly useful for
identifying a single best hypothesis. Indeed, the likelihoods for plausible configurations tended
to differ by many orders of magnitude, possibly due to the assumption of independence between
grouping cue measures.! Another effective approach was suggested by Rothwell [13]. This
used image topology, and T-junctions in particular, to assess whether missing boundaries were
genuine occlusions. It is not clear to what extent the “verification scores” of [13] can be used
for statistical inferences, but in any case, the methodology presented here uses measurements
based on a different set of image features. Hence the outputs of each system could in principle
be fused to achieve even better performance.

The solution proposed here uses an approach involving a likelihood ratio termed a contour
discriminant[9] to produce realistic probabilistic outputs. The next section reviews contour
discriminants and explains why independence assumptions render the method inadequate for
assessing partially occluded targets. Subsequent sections introduce the Markov discriminant,
and describe experiments which demonstrate it has the desired properties.

Tf this is indeed the reason for this effect, then it makes an interesting comparison with the contour discrim-
inants discussed in this paper, since the Markov discriminant is designed to eliminate a certain independence
assumption from the contour discriminant framework.



2 Contour discriminants

In [9] a new method of localising objects was introduced. It used a likelihood ratio termed
a contour discriminant to assess whether hypothesised configurations of the target were likely
to have been caused by the target itself or by random background clutter. Good results were
achieved in experiments, in that the configuration with the highest discriminant was almost
always a genuine target. In scenes containing more than one target, strong peaks in the contour
discriminant were observed at every target, and in fact conditions were stated under which
the values of the contour discriminant could be used to infer the posterior distribution for
the presence of targets in the scene. Figure 2 explains how each hypothesised configuration is
measured before its discriminant is calculated.

Figure 2: Measurement methodology and independence assumption. The thick white line
18 a mouse-shaped contour in some hypothesised configuration. The thin lines are measurement
lines, along which a one-dimensional feature detector is applied. Black dots show the output of
the feature detector; it is these outputs which are modelled probabilistically by the method of [9].
The independence discriminant assumes outputs on different lines are independent, whereas the
Markov discriminant introduced in this paper uses a more sophisticated approach.

To understand the motivation behind the contour discriminant, suppose we are given a
scene to analyse and are asked to consider two well-separated? configurations w; and ws; each
configuration is measured by the method of figure 2, obtaining z; and zy respectively. The
objective is to infer from the measurements, and any prior knowledge, the probability that w;
is w, the configuration of the true target. (For notational simplicity this section is phrased
in terms of a two-hypothesis test, but everything generalises straightforwardly to the multi-
hypothesis case.) It was shown in [9] that one way to approach this problem is to define a
contour discriminant D(w) by>

F(z|w=w)

D)= Fatw Zw)

(1)

where F' is the pdf of a probabilistic process producing the measurements z at configuration w.
It then turns out that the probabilities for each w; being the true configuration of the target

2A technical assumption which means the contours do not overlap significantly.

3If a prior on the configurations w is available, we can incorporate it by simply multiplying the discriminant
by the value of the prior. The technical details of doing this were discussed in [9], but throughout this paper we
assume for simplicity that the prior on configurations is uniform.
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